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Fair Use Agreement

This agreement covers the use of all slides in this document, please read
carefully.

*  You may freely use these slides, if:

— You send me an email telling me the conference/venue/company name
in advance, and which slides you wish to use.

— You receive a positive confirmation email back from me.

— My name (R. Ptucha) appears on each slide you use.

(c) Raymond Ptucha, rwpeec(@rit.edu
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Agenda

« Part |- Intuition and Theory
— 8:35-9:15pm: Introduction
—9:15-10:00pm: Convolutional Neural Networks
— 10:00-10:40pm: Recurrent Neural Networks

* 10:40-11:00pm: Break

* Part ll- Hands on
— 11:00am-12:45pm: Hands-on exercises
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This Course: Deep Learning Fundamentals

CTrain first network Deployment
* Introduce Image

Classification * Role of Neural Networks in
* Necessary ingredients for Applications
successful training * Building around networks

b [raining

N

* Improving accuracy
* Improving capability
* Solving novel problems
* Changing layers of network
* Beyond Image
Classification
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Work through Introduction Section
- Navigate to:
« courses.nvidia.com/dli-event
« Browser Recommendation: Chrome
« Event code: EIC_CV2.0_ AMBASSADOR_JA20
« Create an Account
« Work through the Introduction Section and
‘Start’ launching your first GPU task
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Biological Inspiration

“When done viewing slides, scroll down

b Boak

Biological Inspiration

14



15

Answer question, then choose next
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When done viewing slides, scroll down

Deep Neural Networks: GPU Task 1
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It will take a few minutes
While it is loading, read intro material...

n. AlexNet is architected after the human visual cortex and has won the largest
‘orming networks like AlexNet remove the requirement that every deep
can focus on tramning.

sess button will appear, The task automatically shut down once it times
npleted the task, stop the environment

STOP TASK

3 thank about what you just did

any training epochs 1o run. This highlighted two concepts
Y 8 €f ghig
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Click Launch Task when ready

ges of Beagles contains B labeled images of Louie and 8 labeled images of other dogs

). We'll expand the dataset in the next section

assihication. AlexNet i architected after the human visual cortex and has won the Largest
1 high-performing networks like AlexNet remove the requirement that every deep

id instead can focus on training

and an assess button will appear, The task automatically shut down once it times
1 have completed the task, stop the environment

1:38:27, [m]

\' REMAINING TIMA STOP TASK

minute to think about what you just did
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This will open up a new tab.
You can go back and forth between original and this new tab
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Expose a network to data
Your instructons will ive in this notebock, and your workspace wil De in DIGITS. You 'l need 10 9o back and jorth between the two tabs. Open|

When you click Open digits, a third tab will open,
Open DIGITS. now you can navigate between all three tabs
I ot any poirt DiGHTS Kr 8 USETTAMO. 3y UBAMAMO WER Iowircass iners wil work,

You will 520 the DIGITS home screen wherein you will croate your frst model, To do 50, salect “Images” > "Classification” under "New Mocel'|
beiow.

This ia where you will et up the training seeson. While yOu Can 300 at thor are many Options 1 choose 1rom, we're gong 1o start simpio byl
Cataret, a0 amount of raining trme. #nd a neural networ,
L
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After the digits window

opore olowdrections A [ DERE e

perform tasks in digits
perform NVIDIA.  INSTITUTE
Expose a network to data
Your instructions will ive n this notebock, and your workspace wil De in DIGITS. You 'l need 10 9o back and lorth between the two tabs. Open|
Separate 1D, here
Open DIGITS.

If 01 any point DIGITS ks Kor & USErmame., 3y USAMAMO Wik lowtrcass Liners will work,
You will 5e0 the DIGITS home screen wherein you will Croate your frst model. To do 30, solect “Images” > "Classification” under "New Mocel']
below.

This ia where you will et up the training sesson. While yOu Can 500 Pat thor are many options 1 choose 1rom, we're gong 1o start simpio byl
dataset. o amount of trainna Urme. and a neural retwork,

5,3 Boe
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If you get “lost” in DIGITS, click this to return to this page

11 GIN) peninbie

Home Use this to create or work on datasets
& Use this to create or work on neural network models

Datasots Modols « Pretrained Modeis

No

o

Growg Jobw: Use this to do transfer learning g -
| Conew | G a o
Al et Swm——— L ——t A
No Madess
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When you get to the end of the instructions, you are done with that module.
You can then close the digitis tab and this module tab

Do NOT close the original Deep Neural Networks tab

Return to the original Deep Neural Networks tab

Not Loue

Congratufations. You have just Yaned 3 coural Detwork model Dy Sxposing a neural network 10 Gata. Feel See to try &
Tenuming % DIGITS' Home £age (selecting the DIGITS 1070 In 1 100 Wil COMM) 8N Selecting ethsr modet

Whan satiafod. you may cose ol s win DIGITS and ths Jupytor Noteboos ancd return 10 your course
The images of Lowe can Be Sested fom the pats
/d1i/data/beaglelnages/Lovie/ toulol 210

fali/data/Besglelnages /Loy
fdli/data/deagleinezen/lovie/lculel. . Ji0

fali/data/peagleinases/tovie/louled dr6 15.2. .
Jdli/data/beaglelnapes/Louie/louled 220
25
When you get to the original Deep Neural Networks tab, click Stop task, and
continue to end of page,.
- 1:11:36
<A NVIDIA. bikial
Predictions
Louie m
Not Lowe [ 49.71% ]
26
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When you get to the end of page, click Next and continue to the next module

Predictions
Loue m
[ 0.0% J

Not Louie
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For Each Module

» Step through the slides

» Scroll down

» Click “start” to launch a GPU session
* When ready, click “launch”

« This opens a new window for a new module...you go
back and forth between tabs

+ This new module will have you open DIGITS, creating a
third window...you can go back and forth between all
three tabs

* When done with module, hit “stop task”
* And continue to bottom of page

» Close module and Digits windows, then click Next...
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For More Information: http://www.rit.edu/mil
Raymond W. Ptucha

Assistant Professor, Computer Engineering
Director, Machine Intelligence Laboratory
Rochester Institute of Technology

Email: rwpeec(@rit.edu
Phone: +1 (585) 797-5561

Office: GLE (09) 3441
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